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Abstract—Cellular backhaul and core networks have tradi-
tionally been considered as Walled Garden, with their security
ensured by physical isolation. Therefore, prior security studies
primarily focused on radio access networks with limited treat-
ment of backhaul and core network interfaces. In this paper, we
performed a security evaluation of real-world GPRS Tunnelling
Protocol (GTP) deployments. GTP is the fundamental protocol
for user traffic management between base stations and core
networks (inside the Walled Garden) from 3G to 5G, thus often
assumed inaccessible and non-exploitable from the Internet.

However, our study reveals for the first time the trou-
bling state of GTP access control in real-world deployments.
Aided by a semi-automated tool, our measurements discovered
around 749,000 valid GTP hosts accessible via the public Inter-
net, spanning across 1,176 service providers in 162 countries.
Our results demonstrate potential exposure of mobile core
network infrastructures to external threats. We then evaluated
the attack surface of exposed GTP infrastructures, and found
out that as many as 38 types of GTP messages can be misused
to launch various attacks such as denial-of-service and session
hijacking. Our experiments using open source 4G and 5G
projects in isolated lab environments further confirm the feasi-
bility of those GTP-based attacks, including remote hijacking
of user traffic sent through cellular core networks. In addition
to threats against cellular networks and their subscribers,
exposed GTP devices could also be weaponized to launch large-
scale reflective denial-of-services (RDoS) attacks. We hope our
findings will increase awareness of GTP vulnerabilities among
operators and the security community, highlighting the urgent
need to further strengthen security in cellular core networks.

1. Introduction

Global cellular networks have been under rapid develop-
ment for many years. According to GSMA Mobile Economy
Report [12], the total number of mobile subscribers world-
wide has exceeded 5.2 billion in 2023. With its widespread
applications, such as industrial Internet of Things (IoTs),
emergency, and transportation, cellular networks have been
deeply integrated into various aspects of our society and be-
come an increasingly critical communication infrastructure.

To accommodate the rapid growth of mobile services, es-
pecially data services, the underlying architecture of cellular

networks has been evolving, particularly the Core Network
(CN) architecture. Acting as the brain and backbone of
cellular networks, CN controls and connects base stations
and user equipment to external networks such as the Inter-
net. As depicted in Figure 1, the CN of 2G cellular net-
works was based on circuit-switched infrastructure, which
is isolated from public networks. From 3G onwards, the
CN transitioned to Internet Protocol (IP) based networks.
Evolved Packet Core (EPC) of 4G was entirely built on
packet-switched networks, and 5G CN further evolved into
a service-based architecture. Notably, despite the constant
changes in core network control protocols and architectures
across generations, the key protocol for user plane data
transport remains unchanged. More specifically, the GPRS
Tunnelling Protocol (GTP) [21], [23], [24], which manages
user plane data tunneling between base stations and the core
network, as well as among core network components, has
been retained since 3G.
Research gap. The rapid development of cellular networks
has gathered attention from the security community. How-
ever, published research mainly focused on security issues
over radio interfaces between User Equipment (UE) and
Radio Access Networks (RANs) and between UE and CN,
such as fake base stations [45], [57], [75], [85], man-in-the-
middle attacks [42], [72], [73], user tracking [31], [40], [53],
[54] and SMS spoofing [52], [79], [83]. Recently, Akon et
al. [27] studied access control mechanisms in 5G Service-
based Architecture. However, beyond billing frauds [36],
[65], [66], there remains a gap in understanding practical
threats against cellular CNs deployed in real world. Particu-
larly, we are interested in security threats of GTP, which is
the fundamental protocol for user plane tunneling in cellular
networks but lacks inherent security protection.
Motivation. The lack of attention to core network secu-
rity may be due to its reputation as an “isolated” system.
Historically, the cellular core network had been widely
regarded as the “Walled Garden” [26], which means physical
isolation was sufficient to fend off external attacks. However,
the evolution of packet-based core networks has weakened
their physical isolation. As noted in 3GPP standard TS
33.210 [22] (IP Network Layer Security), the IP-enabled
architecture may increase the opportunities for external at-
tackers to access and compromise core networks via the
public Internet. For GTP, the primary concern is whether

1159

2025 IEEE Symposium on Security and Privacy (SP)

© 2025, Yiming Zhang. Under license to IEEE.
DOI 10.1109/SP61157.2025.00028



network elements could detect and block unauthenticated
GTP messages (from external attackers). In certain scenarios
such as roaming and outsourced back-haul networks, GTP
interfaces (e.g., Serving Gateway) are required to handle
messages from external networks. If access control is inad-
equately implemented, attackers could directly reach core
network elements via GTP, posing significant security risks.
Research questions. Our research aims to fill the gap in
cellular core network security by focusing on GTP security,
particularly the risks associated with exposing core network
GTP nodes to the public Internet. We attempt to answer the
following research questions: How effective is the current
protection of GTP infrastructures (e.g., via access control),
and what security risks are posed by any such publicly
accessible GTP infrastructure to cellular networks and the
Internet?
Our approach. To answer the first research question on
GTP exposure on the Internet, we executed a large-scale
scanning experiment to identify exposed GTP nodes of all
protocol versions (GTPv1-C, GTPv2-C, GTP-U). Our scan-
ning was assisted by a semi-automated tool we developed
for GTP device identification. To answer the second question
on potential security risks from GTP, we analyzed all GTP
message types and found 6 categories of attacks arising from
the lack of message authentication in GTP. Due to ethical
concerns, we cannot perform such testing in operational
networks. Instead, we used open-source 4G and 5G projects
to validate the feasibility of those attacks.
Major findings. Our study uncovers concerning issues with
GTP access control in real-world deployments. We identified
a total of 749K valid GTP hosts accessible via the public In-
ternet. Their distribution is extensive, covering 1,176 service
providers from 162 countries. The majority of them (669K,
89.34%) are GTPv2-C hosts (used in 4G and 5G NSA),
which corresponds to the current dominance deployments of
4G/5G [12]. We shared the findings with GSMA and nine
major operators, all of which were surprised by the results,
indicating a lack of awareness of potential GTP exposure
in real deployments. While most operators are reluctant to
discuss details of our findings due to sensitivity of core
network security, three operators did provide feedback. One
operator confirmed our discovered GTP nodes belong to
their mobile networks and has fixed the issue. Another op-
erator confirmed our discovered GTP nodes belong to their
Wi-Fi access networks, and is investigating the mitigation.
A third operator informed us that some of the exposed GTP
nodes in their networks are IP routers with GTP ports open
by default [1], but did not provide information about the
rest of the exposed GTP nodes.

We then evaluate the security risks introduced by ex-
posed GTP interfaces by thoroughly analyzing GTP mes-
sages for potential exploitation and attacks. Our analysis
indicates that 38 types of GTP messages can be exploited
to execute 6 classes of attacks (Table 5), including denial-of-
service, session hijacking, user tracking, and among others.
We have successfully validated most of those attacks using
open-source projects (Open5GS [14] and free5GC [13])
except for user tracking (due to the lack of implementation

Figure 1: Cellular network architectures from 2G to 5G.

of vulnerable GTP message types in those projects). Our
validation experiments (Section 5) demonstrate the feasibil-
ity and severe impact of GTP-based attacks against exposed
interfaces. For example, the experiments show that external
attackers have the potential ability to remotely disrupt a large
number of UEs in a region, or even perform remote off-path
hijacking of traffic sent to users via cellular core networks.
Compared with air interface attacks, where attackers must be
located close to victims, GTP-based attacks can be remote
and are more powerful (e.g., by exploiting one network
element to attack all UEs in its service area).

We also found an extended attack surface due to the
nature of GTP and its implementation flaws. Attackers
can carefully craft GTP requests to prompt much larger
responses (e.g., containing numerous information elements
(IEs)). Coupled with source address spoofing, GTP devices
could be abused as a new type of amplifier for Reflective
Denial-of-Service (RDoS) attacks. Our experiments with the
basic GTP echo message resulted in a Bandwidth Amplifica-
tion Factor (BAF) up to 170 in real-world implementations.

Finally, we analyzed the root causes and proposed miti-
gation suggestions. We hope this paper raises awareness of
GTP security within the cellular community and encourages
more operators to address the issues proactively.
Paper organization. Section 2 provides the background on
cellular networks and GTP. Section 3 outlines the method-
ology for identifying GTP hosts and ethical considerations.
Section 4 analyzes the scale and characteristics of identified
GTP hosts. Sections 5 and 6 elaborate on the security threats
of GTP. Section 7 discusses the root causes and mitigation
solutions. Section 8 discusses limitations and disclosure re-
sponses. Section 9 reviews related work, and then Section 10
concludes the paper.

2. Background

This section outlines the architecture and protocols of
cellular core networks, with a particular emphasis on GPRS
Tunnelling Protocol (GTP), the focus of this paper.

2.1. Cellular Core Network

Network architecture. As shown in Figure 1, a mobile
network generally consists of User Equipment (UE), Radio
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(a) Core Network Functions (b) Protocol stacks

Figure 2: Examples of network functions, interfaces and
protocols in (4G) evolved packet core network architecture.

Access Network (RAN) and Core Network (CN). The UE
connects to the CN via RAN, which typically includes base
stations and base station controllers. The CN handles myriad
important functions such as mobility management, session
management and billing, and is the most critical and com-
plex part of the cellular system. One key evolution of cellular
networks over generations is the change of CN architec-
ture, e.g., from circuit-switched to packet-switched network
architecture. Circuit-switched networks allocate dedicated
physical channels (circuit) between endpoints. The 2G core
network is circuit-switched-based. 3G voice calls and text
messages still use the circuit domain, while data services
are based on packet-switched domains [25]. The Evolved
Packet Core (EPC) of 4G is fully IP-based. 5G CN took a
step further by adopting a service-based architecture, often
deployed in virtualized cloud environment. Recently, leading
operators like AT&T [28], Swisscom [37], and Dish [55] are
considering deploying their 5G cores in the public cloud. We
could see that the architectural gap between the cellular core
and the Internet is progressively closing.
Core Network protocols. The Internet Engineering Task
Force (IETF) typically standardizes Internet protocols
through Request for Comments (RFCs). Historically, cel-
lular core network protocols, particularly in the circuit-
switched era, differed significantly from the Internet. From
4G, the core network has shifted to an IP packet-switched
architecture. Consequently, IETF-defined IP-based protocols
such as Session Initiation Protocol (SIP) [70] and Diame-
ter [35] have been more widely adopted in core networks.
Figure 2 presents a partial 4G core network schematic, and
also an example protocol stack for the interface between the
base station (eNB) and network entities including Mobility
Management Entity (MME) and Serving Gateway (S-GW).

We can see unique features of current core network
protocols: the network layer is IP-based, but the transport
(e.g., SCTP, Stream Control Transmission Protocol [76]) and
application layers (e.g., GTP) still use specialized cellular
protocols. Despite constant changes to control plane pro-
tocols over generations, the data plane in the cellular core
consistently relies on GTP to meet its specific requirements
(e.g., mobility). The pivotal role of GTP in core networks
is the primary motivation of this paper.

2.2. GPRS Tunnelling Protocol

As shown in Figure 3, the core idea of GTP is to enable
mobility through tunnel creation and management, thus

Figure 3: GTP tunnels in 3G and 4G core networks.

users could stay connected while moving. It encompasses a
suite of protocols that are functionally classified into GTP-
C for control plane, GTP-U for data plane, and GTP’ for
charging purposes, as detailed in Table 1. Version 0 of GTP
has been obsoleted. GTP-C version 1 (GTPv1-C) is used in
3G, and GTP-C version 2 (GTPv2-C) is used in 4G. In 5G
networks deployed in Standalone (SA) mode, GTP-C has
been removed. Despite the evolvement of GTP-C, GTP-U
remains in version 1 and continues to serve the 5G data
plane. Furthermore, as the Non-Standalone Access (NSA)
remains a prevalent 5G deployment approach [12], the 5G
NSA mode still employs the 4G EPC, which is susceptible
to the security concerns associated with GTP-C. As GTP’ is
solely used for billing and interacts with a limited range of
network elements, it is excluded from our work. This paper
primarily focuses on the protocols GTPv1-C, GTPv2-C, and
GTPv1-U (shortly GTP-U thereafter).

TABLE 1: Overview of GTP variants.

Protocol GTP-C [21], [23] GTP-U [24] GTP’ [20]

Functions Control Plane Data Transfer Charging

Port 2123 2152 3386

Transport UDP UDP TCP/UDP

Version 0 Obsoleted
3G/4G/5G

Version 1 3G 3G/4G/5G

Version 2 4G/5G (NSA) -

Message types and formats. Generally, a GTP message
consists of a GTP header (and extended headers) with crit-
ical fields like Protocol Version, Message Type and Tunnel
Endpoint Identifier (TEID), along with a set of Information
Elements. Message Type spans a value range from 0 to 255,
and mandatory and optional information elements for each
message type are explicitly defined in the standards [21],
[23], [24]. Table 8 (in Appendix A) categorizes GTP mes-
sages by their functions. Notably, the G-PDU message of
GTP-U is a tunneling message whose payload carries user
data, as shown in Figure 3. The types of GTP-C messages
are more diverse, and they are essentially used for tunnel
management (e.g., creation, modification, and deletion). The
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TEID (4 bytes) is also one critical field in the GTP header,
which uniquely identifies a GTP tunnel.

Figure 4: Creation of default GTP tunnels during UE attach.
GTP tunnel establishment. To help better understand this
work, we first explain the definition of GTP tunnels, and
introduce its working mechanism with an example. A GTP
tunnel is a “path” established between network elements,
transferring data or signaling information, and uniquely
identified by the TEID in the GTP header. A GTP tunnel be-
tween two core network elements is unidirectional, and the
TEID is assigned by the receiving end of the tunnel. Figure 4
depicts the setup of default GTP tunnels (as shown in the
4G core of Figure 3) during UE attach process, including
the eNB↔SGW and the SGW↔PGW GTP-U tunnels, the
MME↔SGW and the SGW↔PGW GTP-C tunnels. After
UE establishes radio connection with the base station and is
authenticated, the MME selects the SGW and PGW from the
core network and initiates tunnel creation. Given that data
communication is inherently bidirectional, there are always
a pair of GTP tunnels established between two endpoints,
both of which must share their TEIDs (and possibly IP
addresses) to the other end. As shown in Figure 4, the MME
begins by sending a GTPv2-C Create Session Request to the
SGW, which includes its own IP and TEID for the GTP-C
SGW→MME tunnel, as well as the IP address of the PGW
to which the SGW should connect. The SGW then initiates
a request to the targeted PGW with its own information.
The PGW will respond to the SGW accordingly, so will
the SGW to the MME. Consequently, the bidirectional GTP
tunnels between the SGW and PGW (both GTP-C and GTP-
U) and between the MME and SGW (only GTP-C) are
established. Notably, the response from the SGW to MME
also includes the TEID of the GTP-U eNB→SGW tunnel.
The MME conveys the SGW details to the eNB, which
then provides the MME with the information on GTP-U
SGW→eNB tunnel. The MME finally issues a GTPv2-C
Modify Bearer Request to the SGW to complete the GTP
tunnel establishment.
GTP protection. As with most other IP-based tunnel-
ing protocols except IPsec Encapsulated Security Payload
(ESP) [49], GTP itself does not offer any security protection.
Rather, it depends on physical security, IPsec, or Datagram
Transport Layer Security (DTLS) [68]. In practice, the
underlying security protection may not always be in place
and mobile operators often rely upon access control (e.g.,
using GTP firewalls) to protect their GTP infrastructure.

Given the complexity of commercial cellular systems (e.g.,
in supporting various roaming scenarios), it is challenging to
implement stringent access control in the network perimeter.

3. Identify GTP Hosts

To answer the first research question on how effective
the current protection of GTP infrastructure is, we aim
to discover exposed GTP nodes in cellular core networks
from the public Internet. This section details our detecting
strategy, and the next section characterizes the detected GTP
nodes. For ethical reasons, we aim to uncover a broad
range of GTP-operational devices without impacting them.
Naturally, our detection leverages the built-in GTP echo
request/response mechanism for live probing. Key steps
include: 1) creating an extensible probing tool to discover
GTP live nodes, and 2) verifying scanning results to filter
out false positives from decoys like honeypots. Figure 5
visualizes our methodology, which we will elaborate below.

Figure 5: Overview of GTP hosts identification and analysis.

3.1. Active Scan of GTP Hosts

Select probing methods. We employ active probing to
pinpoint GTP devices on the public Internet. By examin-
ing the specifications of GTPv1-C, GTPv2-C, and GTP-
U, we observed that these protocols support various re-
quest/response messages. To avoid any adverse effects of
active probing, we need to ensure our probing messages do
not lead to operations that could impact network or service
functionality. After careful consideration, we opted to use
only path management messages (GTP Echo Messages) for
probing. All three GTP protocols under study support the
echo message to allow a GTP node to check the status
of its peer. The specification mandates the response to a
received GTP echo request, with an error status code if
applicable. This feature enables us to reach a wide range
of GTP entities. Since sending and receiving protocol-
compliant GTP echo messages do not lead to (harmful)
operations of network elements, we utilize echo messages
with controlled rate limiting to probe active GTP hosts on
the public Internet.
Develop extensive scanning tools. Network scanning is
a relatively mature research field, but existing scanning
tools such as Zmap [34] and Nmap [59] are primarily
geared towards Internet protocols, with limited support for
protocols in cellular systems. In this work, we extended an
open source tool, Xmap [56], to support the construction
and parsing of GTP messages, and fast scanning of GTPv1-
C (port 2123), GTPv2-C (port 2123) and GTP-U (port
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2152) via echo messages. The extended tool also supports
checking the validity (see details in Section 3.2) of GTP
messages according to standards. Considering ethical risks,
our tools will only be made available for research purposes
on a request-on-demand basis. In addition, we note that
among the mainstream network search engines, Shodan [10]
does implement GTP scanning (using the command product:
“GPRS Tunneling Protocol” for relevant results). However,
it only supports version 1 (GTPv1-C and GTP-U), leaving
out version 2 (GTPv2-C) which is more widely used in 4G
core networks. Moreover, it does not verify scan results or
filter out invalid responses. Detailed comparison between
our data and Shodan will be presented in Section 3.3.
Large-scale measurement. Our scans were executed on 4
AliCloud servers located in China (CN), India (IN), France
(Fr) and Australia (AU) in March 2023. Final (filtered)
results from each scanning node are listed in Table 2. The
scanning targets are the entire IPv4 public address space,
with a scan rate of 10k packets (towards 10k unique targets)
sent per second. After sending, we maintain a listening
state for the response for 60 seconds and preserve the raw
data from the responses. Note that in each experiment, we
send only one probe packet to each target address (the
length of the UDP packet is 12 bytes). At most, only
one retransmission would be attempted when no response
is received, to minimize the impact on the target server.
Detailed ethical considerations of the scanning experiment
are listed in Section 3.4. At this step, all responses on the
UDP port would be retained.

3.2. Post-Processing

Since a response from a GTP port does not always mean
that GTP services are supported, we need to further verify
GTP responses to exclude as many nodes as possible that
may not belong to the cellular system. Therefore, we per-
formed a series of post-processing on the received responses.
Filter invalid responses. Firstly, we need to ensure that the
reply messages conform to the format of GTP responses.
This is not a simple task. Although the GTP header is
straightforward, the message body may contain many types
of Information Elements, some of which can be operator-
defined. Therefore, we first referred to the protocol parsing
capabilities of Scapy [6] to help identify the header formats
of GTPv1-C, GTPv2-C, and GTP-U. We deconstructed the
response messages using scripts provided by Scapy, then
clustered the specific response content and used manually
constructed rules to filter out invalid segments. Specifically,
we filter out responses with invalid values in the header
(e.g., non-existent or invalid message types). For IEs, we
parse publicly defined IEs and treat unrecognized data as
private IEs. Responses with at least one recognizable IE are
considered valid, and those with only private IEs are filtered
out. For example, we noticed that over 4, 000 GTPv2-C
echo request messages received a response of a type of
Delete Bearer Request (message type value 99), indicating
an anomaly. Further analysis revealed that the raw data of
this response was the English string “Access Forbidden”,

whose binary signature coincidentally matched the header of
a type 99 GTPv2-C message, leading to a misinterpretation.
Overall, in this step, invalid responses from 13,228 hosts
were excluded.
Exclude network honeypots. Network honeypots may also
respond validly to our GTP echo messages, thus we need
to identify and exclude potential false positives arising
from them. We recognize that the precise identification of
honeypots is quite challenging, and tried our best to mini-
mize their impact. We first surveyed GTP-specific honeypot
productions through search engines, but did not find any
well-known or widely deployed commercial products (only
found TunnelTrap [8] of Nokia, which has no deployment
information and has not been updated for years). Therefore,
we drew on the practices in prior work of filtering common
network honeypots [30], as our best efforts.

Our approach to filter honeypots consists of two aspects:
1) the open service fingerprints on the host, and 2) its
network interaction behavior. Specifically, for each potential
GTP active host we scanned, we first reviewed its scanning
history on Shodan [10], and recorded hosts labeled as “hon-
eypot” by Shodan as ground-truth. Subsequently, following
prior works [30], we hypothesize that devices within the
same subnet as the honeypots and exhibit similar network
service deployment scheme are likely to be honeypots as
well. Therefore, we utilized Nmap [59] to scan the Top
1,000 Internet Services1 for potential GTP devices, and
removed hosts in the same /24 segment running identical
services on the same ports as the honeypot ground-truth
set. Besides, to avoid interference from devices that mimic
echo functionality without truly supporting the GTP service
protocol, we also send random payloads (e.g., “abc” and
“123”) to the scanned GTP active ports. If a UDP response
is still received, we also classify such a device as a honeypot
and exclude it. In this step, we exclude 2,542 hosts that are
suspected to be honeypots.

3.3. Evaluation

After the aforementioned filtering, we identified a total
of 749,000 active GTP hosts, as listed in Table 2. These
exposed nodes encompass core network elements, as well
as base station devices, which also support GTP functions.
Note all GTP interfaces of mobile networks should be inter-
nal and not accessible from the public Internet. However, a
primary challenge is the absence of ground truth. Operators
do not publicly disclose the details of their core network
deployments. Those, with which we discussed our findings,
were notably cautious in sharing information on exposed
GTP nodes. A few operators did provide feedback on the
potential sources of these nodes (see Section 4.2 for details),
but no quantitative data were shared, let alone the usages of
specific IP addresses. Therefore, we use the results from the
leading network search engine Shodan as a reference to first

1. To improve efficiency, Nmap provides the option to scan the most
popular 1,000 protocol port pairs (https://nmap.org/book/performance-port-
selection.html).
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evaluate the coverage of our method. Subsequently, we will
also discuss the accuracy of our approach.

TABLE 2: GTP-supported hosts discovered via scanning.

Scan Node
Location

GTPv1-C
# IP

GTPv2-C
# IP

GTP-U
# IP

All
# uniq IP

CN 94,191 600,942 159,902 681,257
IN 45,831 335,094 81,331 410,247
FR 44,862 333,861 81,629 409,845
AU 38,130 345,577 59,141 402,105

All (unique) 101,984 669,161 173,298 749,000

TABLE 3: GTP active hosts found by our results vs. Shodan.

Protocol Our results Shodan Intersection False Negative

GTPv1-C 101,984 74,484 70,072 4,267 (4,412)
GTPv2-C 669,161 - - -
GTP-U 173,298 128,869 122,350 6,421 (6,519)

All (unique) 749,000 147,591 139,504 7,874 (8,087)

Comparison with Shodan. We found mainstream Internet
search engines currently fall short in supporting cellular
services, e.g., Censys [33] does not offer GTP scanning, and
Shodan is limited to the GTP version 1 (including GTPv1-
C and GTP-U) scanning module. To evaluate our findings,
we used the results from Shodan (in Sept. 2023) as a
benchmark2. The comparative analysis is detailed in Table 3.
While the number of GTP active hosts detected by a single
regional node may be limited (see Table 2), the aggregated
results from the 4 scanning nodes make a larger coverage
than Shodan, proving that our distributed scanning strategy
is effective in extending coverage. We specifically analyzed
the hosts that our scan missed, as indicated in the “False
Negative” column. The raw results we missed are shown in
(), while the numbers outside () are adjusted as we found
some results in Shodan should be filtered out as invalid
responses. For instance, 103 GTPv1-C responses in Shodan
were not invalid echo response messages, which have been
excluded in our post-processing step. After this calibration,
our overall rate of missed detections is 5.34% (7,874 of
147,378). The discrepancy may primarily arise from the
different geographic locations of scanning nodes and the
six-month interval between the scan timings (e.g., devices
with dynamic IP addresses may be missed; some GTP nodes
may have been decommissioned). Notably, by employing
GTPv2 scanning, which Shodan does not support, our scans
identified a large number of (600K) active GTP hosts undis-
covered by Shodan. Coupled with the validation checks
in our tool to eliminate false positives, we provided a far
more accurate assessment of GTP exposure than Shodan.
We believe our results are adequate in revealing the current
state of lack of protection in real-world GTP deployment.

2. Note that there is a 6-month gap between Shodan data collection and
our scans. We cannot obtain fully time-aligned Shodan data since Shodan
doesn’t support downloading historical raw data currently.

3.4. Ethics

The primary ethical concern of this work is the scan-
ning conducted in the real-world network environment.
We strictly followed the guidelines of the domain author-
ities [48], [64] and carefully designed the experiments to
mitigate potential ethical risks.

First, we used the extended Xmap to scan GTP devices
and Nmap to scan the Top 1000 services of discovered
GTP devices. Our Xmap scan followed the best ethical
practices (as Zmap), including randomizing target addresses,
controlling the scanning rate (conservatively scanning one
IPv4 address space over 50 hours) and maintaining exclude-
lists (e.g., special-purpose addresses [4]). The Nmap scan
followed the same principles. Furthermore, despite the di-
verse range of GTP messages, we exclusively used legal
GTP echo request messages for scanning, which are non-
intrusive and do not harm target devices. We retried only
once if no successful response was received. We did not
construct or send any malicious payload to GTP devices in
our scanning. Our measurement operations align with those
of well-recognized Internet search engines like Shodan [10],
without introducing new risks. Our measurement tools will
be made available exclusively to operators or certified re-
searchers upon verification.

Second, we did not disclose specific information (e.g.,
IP addresses) of the detected GTP devices in this paper,
and anonymized corresponding operators based on their
feedback. We reported our findings to the GSMA, which is
the organization facilitating vulnerability disclosure within
the cellular community. Details of vulnerability disclosure
are discussed in Section 8.

Last, our experiments did not directly involve human
subjects and only used nodes under our control for scanning.
We did not collect any actual user data, nor attempt to attack
real users or devices. All attack validation experiments (in
Section 5) were conducted against our own UE devices
using open-source platforms in a controlled environment.
Therefore, we believe that our research has no negative
impact on operational networks or real users.

4. Characterize Exposed Hosts

4.1. Scale and Distributions

We first analyze the distributions of the 749,000 iden-
tified GTP hosts. As shown in Table 2, the most prevalent
protocol (89.34%) was GTPv2-C. According to the stan-
dard [23], the 4G control plane in core networks should use
GTPv2-C. This indicates that the majority of the detected
devices are likely operating on 4G services, and potentially
on 5G networks with NSA architectures. Our findings are in
line with the global trend of mobile communication systems,
where 4G and 5G networks are prevalent (accounting for
over 70% of cellular traffic in 2022 [12]).

According to IP WHOIS information, the devices we
found are distributed across 1,176 Internet Service Providers
(ISP) in 162 countries. The distribution among individual
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Figure 6: The global distribution of active GTP hosts.

ISPs follows a long-tail distribution, with the top 5 account-
ing for 51.79% of all GTP devices. We found that several of
the top holders of GTP IP addresses are associated with the
telecommunication industry. Specifically, 7 of the top 10 are
well-known mobile operators, and another 2 have keywords
like “tele” in their names. Besides, upon analyzing their
geographic distribution (Figure 6), we found the exposed
devices are more concentrated in several countries: China
(349,555, 46.67%) has the highest proportion, followed
by the United States (78,217, 10.44%), Colombia (30,916,
4.13%), Turkey (29,214, 3.90%), and Belgium (24,701,
3.30%). Considering the limitations of our scanning nodes
in geographic coverage, the results could be biased if GTP
nodes in certain networks respond only to nodes located in
the same region. We analyzed the Shodan results (the same
used in the evaluation part), and found that the majority
were also located in China (62,239 devices, accounting for
45.37%, even exceeding the proportion we calculated), with
the United States ranking second (22,387 devices, 16.32%).
This suggests that regional bias may not be significant
enough to affect our conclusions.

Figure 7: Similarities of the active GTP host sets scanned
using different protocols from different measurement nodes.

We also examine the overlap between active GTP host
sets across different protocols. As shown in Figure 7, the
overlap is quantified using Jaccard similarity, i.e., the in-
tersection of two sets divided by their union. We find that
the overlap rate between GTPv1-C and GTP-U services is
relatively high (95,653 hosts, 93.79% of GTPv1-C). Ac-
cording to the application scenarios of GTP, these nodes

might be SSGN or GGSN in 3G networks. 73,794 hosts
only support GTP-U, which could include base stations,
SGW-U, and PGW-U. The overlap between GTPv2-C and
other protocols is relatively low, consistent with the design
principle of control and user plane separation in 4G. 569,371
hosts only support GTPv2-C, which could include MME,
SGW-C, and PGW-C. 3,379 hosts support both GTPv2-C
and GTP-U, which could include SGW and PGW. We also
find that 96,123 hosts support both GTPv1-C and GTPv2-
C, which may be deployed for the purpose of backward
compatibility and interoperability between 3G and 4G.

4.2. Potential sources of GTP devices

Despite the effort we took to filter out invalid results,
one question remains: how many of the detected GTP hosts
actually belong to operational cellular networks? Although
GTP is designed specifically for cellular systems, there are
also other potential application scenarios, e.g., experimental
nodes, applications or systems supporting GTP functionali-
ties by default.

To this end, we examined operating systems and appli-
cations that are inherently configured with GTP libraries.
Linux is the only mainstream OS with native support of
GTP through libgtpnl [5]. However, it only implements the
encapsulation and decapsulation of GTP-U, and users need
to implement GTP-C in user space to manage GTP tun-
nels [7]. Routing devices such as Juniper Networks products
based on Junos OS [2] and Cisco switches also support
GTP [3], but they too require manual activation. Unless
due to software bugs [1], ordinary Internet devices not used
for cellular functions are unlikely to respond to GTP echo
requests in their default settings.

We also considered classifying exposed GTP nodes more
precisely, but faced several practical challenges. Firstly, we
cannot send other types of GTP messages to further fin-
gerprint those devices, due to ethical considerations. GTP
messages other than Echo request may have impact on a
target device, e.g., resulting in state changes, thus cannot
be sent to operational devices without proper authorization
from an operator. Secondly, we tried to communicate with
operators both directly and via GSMA to understand the na-
ture of those exposed GTP nodes, but were unable to obtain
precise information. Most of the operators we contacted are
unwilling to share any information due to the sensitivity of
the issues. A few did provide feedback and acknowledged
that the IPes we reported to them indeed belong to them.
But they did not provide us with concrete information on
those IPes. One thing we learned from the discussions with
operators is that IP address management within an operator
is complicated, and often involves multiple groups and even
customers. It is even challenging for them to find out what
a device is given an IP address.

In summary, we feel confident that our discovered GTP
nodes belong to operator networks including mobile net-
works, but we acknowledge our limitation in not having an
accurate categorization of the results.
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4.3. Deployment Characteristics

A recent trend in cellular core networks is transitioning
towards cloud service architectures. As mentioned in the
background, operators like AT&T and Dish plan to deploy
their 5G core networks on the public cloud platform of
Amazon [28], [55]. The state of cloud deployment in cellular
networks remains unknown to the public. Therefore, we
attempt to investigate how many of the exposed GTP devices
are being deployed on the public cloud.

TABLE 4: GTP hosts deployed on cloud platforms.

Category Provider # FQDN Example of FQDN Pattern

Public
Cloud Service

Akamai 306 [*].deploy.static.akamaitechnologies.com
Amazon 20 [*].compute-1.amazonaws.com

Telecom
Cloud Service

operator-I 3,303 total-pool[*].operator-I.net.co
operator-II 2,061 [*].pool[*].static.operator-II.es
operator-III 1,722 host-[*].operator-III.am

Due to the lack of ground-truth, we refer to previous
works [60] to use auxiliary information to identify cloud
devices. Specifically, we first use reverse DNS lookups
(PTR) to see if the found GTP hosts have fully qualified
domain name (FQDN) deployed on that IP, and infer de-
ployment details by analyzing the semantics of FQDNs.
Among all active GTP hosts, a total of 271,899 (36.30%)
IPs have configured PTR records of 260,895 unique FQDNs
under 3,026 second-level domains (SLDs). We then used a
semi-supervised method to classify cloud-related FQDNs:
1) search for keywords related to cloud deployment such as
“cdn”, “host”, “pool” in FQDN strings, and 2) collect a list
of popular cloud services, and match their brand domains
in the FQDNs.

We identified 12,022 (4.61%) FQDNs related to cloud
service deployments, covering two popular public cloud
service vendors (Amazon and Akamai) and 97 SLDs that
are potentially owned by mobile operators. Table 4 presents
details of the two discovered public cloud platforms and
the top three telecom cloud services (specific names of
operators have been anonymized). We also examined the
naming rules of these FQDNs. In Table 4, the “*” typically
represents the (part of) IP address hosted by that domain.
Compared to public platforms, we found the most exposed
GTP devices are deployed on telecom operators’ self-built
cloud architectures. For example, operator-I offers cloud-
based voice solutions and business telephone services, and
holds the most (3,303) FQDNs.

5. GTP Security Analysis

Based on measurements, we have answered the first
research question, confirming potential exposure of real-
world GTP infrastructure to the public internet. The next
goal is to understand security risks associated with pub-
licly accessible GTP devices. This section systematically
analyzed the security risks posed by unauthorized GTP mes-
sages to cellular core networks (including core elements and
base stations). We also conducted validation experiments to

demonstrate the effectiveness and feasibility of attacks. For
ethical reasons, all the experiments were conducted on open-
source projects in a controlled laboratory environment.

5.1. GTP Security Risks

Threat model. We assume the attacker is external (located
in the public Internet), without direct control over cellular
core network nodes, but capable of sending arbitrary GTP
messages. The attacker first identifies devices that belong
to the cellular network by scanning (akin to the proposed
method in this work), and then sends carefully constructed
GTP messages to these devices. The goal of the attack is to
disrupt normal cellular network services, and the specific
effects include but are not limited to, denial-of-services,
traffic hijacking, and user tracking.
Risky GTP messages. To understand which types of
GTP messages can be exploited and the resulting security
risks, we performed an in-depth analysis of GTP specifi-
cations [21], [23], [24]. We started by categorizing GTP
messages based on their functionalities, and then analyzed
the security risk of each type. We identified 38 GTP message
types that could be exploited for 6 classes of attacks, as
detailed in Table 5. Due to space limitations, we briefly
describe the high-level idea of the analysis. We found that
GTP messages can be classified into 3 categories:

• Messages that can directly alter tunnel states, includ-
ing creation, deletion, and update. An overabundance of
creation messages being transmitted to an exposed GTP
node can deplete its resources and potentially instigate
DoS attacks. Falsified deletion messages may delete user
contexts or GTP tunnels and have the potential to disrupt
ongoing services. Moreover, well-crafted update messages
may redirect the tunnel endpoint to a node controlled by an
attacker, facilitating session hijacking.

• Context queries or notification messages. Such mes-
sages may facilitate remote node identification and infor-
mation disclosure. For example, echo messages can expose
active nodes, and UE registration status queries can be
exploited for user tracking.

• Tunneling messages carrying user data. Such mes-
sages could be spoofed to inject data into a tunnel, e.g., to
inflate billing charges to a victim.

Note we only consider threats from a single GTP mes-
sage. More sophisticated scenarios, such as combining mul-
tiple GTP messages or with other signaling protocols are
left for future work. Next, we present the experiments in a
lab environment for validating the feasibility of the attacks
outlined in Table 5, offering additional insights into the
attacking process and its prerequisites.

5.2. Evaluation of Attacks

Survey of GTP implementations. Considering that 3G is
in the phase-out stage, we focus on 4G and 5G implemen-
tations, including srsRAN [19], Open Air Interface [16],
Open5GS [14], and free5GC [13]. The versions we surveyed
and the detailed support information can be found in Table 9
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TABLE 5: Attacks that could be triggered by GTP messages.

in the Appendix B. We found that they all implement the
basic functions of GTP-U (especially G-PDU), while the
support of GTPv2-C is quite limited, with 59 (70.24%)
types of messages not supported by any implementation.
Even for the supported messages, experiments may still
be constrained due to the simplified implementation not
supporting full message functionalities. Node Discovery is
how we identify the exposed GTP nodes, and will not
be described in this section. We validated 4 other types
of attacks except for User Tracking due to the lack of
implementation of corresponding GTP messages.
Experiment setup. Our attacks exploit both GTP-C
(5.2.1–5.2.3) and GTP-U (5.2.4) messages. Given that
Open5GS EPC (4G) has the best support of GTP-C mes-
sages among all open-source projects (see Table 9 in Ap-
pendix B), it is chosen to demonstrate GTP-C related at-
tacks. We set up the Open5GS EPC in an Ubuntu 22.04
system, paired with a srsRAN eNB connected to a USRP
B210 for radio functions, and used a commercial mobile
device (Redmi Note 9 5G) as the potential victim. The GTP-
U attack (5.2.4) impacts both 4G and 5G networks, so we
opted for a 5G environment for completeness. This 5G test-
bed used the core network of free5GC and the gNB and UE
components of UERANSIM [13] (the default configuration
of free5GC), installed in an Ubuntu 20.04 system.

Note that an attacker needs to infer specific parameters
in GTP headers and Information Elements to execute at-
tacks. As different message types may necessitate distinct
parameters, we explain the necessary inferences and their
corresponding methods in each attack scenario separately.

5.2.1. DoS Attack (service disruption). GTP-C messages
that are employed for “delete” operations can be misused
for service disruption. For example, Release Access Bearers
Request sent by the MME to the SGW via the S11 interface
is used to release a UE’s established bearers (GTP-U tunnels

between the eNB and SGW and the radio resources) for
reasons such as energy saving in UE idle mode [23]. An
attacker could launch a denial-of-service attack by sending
a carefully forged message to the SGW to release the GTP-
U tunnel to disrupt normal data service for a victim UE.
According to the standard [23], aside from the GTP header,
this message is not required to carry additional Information
Elements. Thus, the minimum attacking requirement is to
know the TEID of the victim’s GTPv2-C tunnel on the
MME→SGW interface (i.e., to reuse the legitimate control
channel). We will discuss the feasibility of guessing TEID
at the end of this subsection.

Figure 8: Abuse GTPv2-C release messages for DoS attack.

Attack verification. We verified this attack in Open5GS,
as shown in Figure 8. In the Open5GS EPC, the control
plane and data plane of SGW and PGW are named with the
suffixes C and U, respectively. We deployed Open5GS using
docker (one container per network element) and launched
another docker instance to simulate an attacker. We assume
that the attacker already knows the IP address of the SGWC
and can send packets to it (e.g., by scanning, see Section 3).
Before the attack, the user connects to the core network
using a commercial phone and can access Internet services.
The attacker then sends a Release Access Bearers Request
to the SGWC, with a header containing the TEID of the
MME→SGW GTP-C tunnel, to forge an MME-initiated re-
lease request. Figure 9 demonstrates the effect of this attack
on the victim UE. Our carefully crafted attack message
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has been successfully received and processed by SGWC
(in Figure 9a). Then the downlink data service of UE was
disconnected (in Figure 9b), resulting in the UE’s inability
to access Internet services. We observed that the UE was
detached from the network about 20 seconds after the attack
occurred. This disconnection would last for at least 1 minute
until the UE is re-attached to the network. Besides, we found
that if an incorrect TEID was used, the SGWC would send a
“Context not found” code in the response. This can facilitate
the guessing of TEIDs.

(a) The attacker sent a forged Release Access Bearers Request
to SGWC, causing the SGWU→eNB downlink tunnel to be re-
leased. After a while (20 seconds), the victim UE was detached.

(b) The downlink data service of victim UE
has been disconnected.

Figure 9: Affect of DoS Attack (service disruption).

5.2.2. DoS Attack (resource consumption). Locally
maintainable resources of GTP are finite (e.g., IP addresses
and GTP tunnels). If an external attacker can arbitrarily
create GTP tunnels, resources on legitimate GTP nodes may
be exhausted, also leading to DoS attacks. We identified
several GTP messages with such properties, as summarized
in Table 5. We use Create Session Request as an example
for demonstration. Under normal circumstances, this
message might be sent by the MME to the SGW, and from
the SGW to the PGW, to establish a PDN connection.
During this process, the PGW needs to allocate an IP
address for the UE, and both the SGW and PGW need
to create and maintain context for the new tunnels. Both
IP addresses and memory spaces for active tunnels are
finite. If attackers could send a massive number of creation
requests directly to the SGW/PGW, it could deplete its
resources and prevent legitimate UEs from connecting.
It is worth noting that a legitimate PGW only accepts
Create Session Request containing an IMSI with valid
network subscription. To eliminate the need for collecting
subscribed IMSIs, an attacker can fake a PGW (in the
request sent to the SGW) using a forged IP address under
its control, allowing tunnels with arbitrary IMSIs to be
created in SGW. In this way, the attacker could exhaust
the resources of the SGW efficiently. Alternatively, the
attacker could also follow proposed feasible methods to
collect valid IMSIs [31], [63], then send requests embedded
these IMSIs to the SGW. Although this strategy requires
more prerequisites, it also yields a more powerful impact

(compromising both the PGW and SGW). Our tests also
showed that unsubscribed IMSIs will return an “APN
Access Denied - No Subscription” error code, which helps
filter out IMSIs without subscriptions.

Figure 10: Abuse GTPv2-C creation messages for DoS
attack.
Attack verification. This attack was also validated on
Open5GS EPC, as shown in Figure 10. This attack assumes
that an attacker can learn the IP addresses of both the SGW
and PGW, e.g., through scanning or other methods, and
can send packets to the SGW (exposed) GTPv2-C interface.
It (disguised as an MME) sends a Create Session Request
to the SGW. Assuming that the SGW fails to authenticate
the request, upon accepting the request, it will also send
a Create Session Request to the PGW. The attacker also
needs to guess the MME→SGW GTP-C TEID, and include
it in the GTP header. When the attacking messages meet all
the above conditions, our tests confirmed that two specific
resource exhaustion attacks succeeded: 1) exhaust the range
of IP addresses that PGWC can allocate (default value
in Open5GS is 256), and 2) exhaust the number of UEs
that SGWC can maintain GTP tunnels (default value in
Open5GS is 1024). Requests that exceed these limits will
cause the corresponding network element to assert errors
and crash. After this, new users will not be able to access
the network, until the network elements have been restarted.
Figure 11 shows the effects of this attack. We acknowledge
that a commercial SGW/PGW would be much more capable
(e.g., supporting up to one million GTP-U connections [18]),
and it would take a longer time to exhaust its resources.

5.2.3. Session Hijacking. Session hijacking is possible
when an attacker has the opportunity to directly insert
control messages that can alter the session state to take
over established sessions. We use Modify Bearer Request
as an example for demonstration. Due to UE mobility, this
message is used to change the base station or SGW that a
UE is currently connected to, in scenarios such as handovers.
Attackers could abuse this mechanism to hijack sessions
by sending forged messages to change established tunnel
endpoints to IP addresses they control. Previously proposed
MITM attacks [73], [74] in cellular systems are mainly
focused on air interfaces (e.g., by fake base stations), thus
requiring attackers to be in the same geographical location
as the victim. However, hijacking user traffic directly from
the core network can be done remotely, making it more
powerful and difficult for users to detect the attack.
Attack verification. We also validate this attack via
Open5GS EPC. Our experiment showed that by simply
sending a forged Modify Bearer Message, an attacker can
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(a) Forged Create Session Requests sent by the attacker exceed
the limitation of IPs that PGWC could allocate. PGWC reports
an error.

(b) Forged Create Session Requests sent by the attacker exceed
the range of UE pool that SGWC could maintain. SGWC reports
an error.

(c) Data service of victim UE has been interrupted.

Figure 11: Affect of DoS Attack (resource consumption).

Figure 12: Abuse GTPv2-C messages for session hijacking.

hijack the victim’s downlink GTP-U tunnel data directly
from the core network, achieving adverse effects such as
off-path hijacking. The specific attacking process is illus-
trated in Figure 12. The goal of the attacker is to hijack
the PGW-SGW GTP-U tunnel, by impersonating a new
SGW and sending forged Modify Bearer Request. Notably,
uplink and downlink tunnels of GTP are independent. Since
existing open source GTP implementations only support
modifications of the downlink tunnel, we demonstrated hi-
jacking only downlink traffic by changing the path from
Internet→PGW→SGW to Internet→PGW→attacker. The
attacker needs to carefully fill the following fields in the
request: 1) TEID in the header, using the SGW→PGW
GTP-C TEID, to reuse the legitimate control channel; 2)
F-TEID, using a new IP address and TEID controlled by
the attacker as the new endpoint, and set the interface value
to 5 (the SGW-PGW s5-U interface); 3) Bearer ID, set to
the default value 5. It was observed that, after sending the
attack message, the PGW would send an End Marker (GTP-
U) message to the SGW, to close the previous connection,
and establish a new GTP-U tunnel with the attacker. Thus
the downlink traffic could be immediately intercepted. Note
that the hijacking is not a full MITM, as the UE was still
connected to the old SGW in the uplink (from base station to
the old SGW), but the uplink tunnel between the old SGW
and PGW has been closed (by the End Marker). Even so,
we observed that the duration of downlink hijacking can last

10 to 30 seconds. Figure 13 demonstrates the attack effect.
The attacker can capture all of the downlink traffic (domains,
IPs, and services) during the attacking window. Especially
for TCP connections, the attacker can continue to obtain the
complete sessions by sending ACKs to the servers. If the
user was transmitting information in plaintext, it would be
fully leaked to the attacker. Although the attack window is
limited and only the downlink traffic can be captured (due to
the incomplete open-source core network implementations),
it achieves a remote off-path hijacking of cellular network
users, showing powerful attack effects.

Figure 13: Affect of Session Hijacking attack.

5.2.4. Data Injection. Attackers can also target GTP-U,
which uses G-PDU type messages to tunnel user data.
Currently, core network elements distinguish different GTP-
U tunnels solely by the TEID number. Therefore, attackers
can inject forged GTP-U PDU packets into core network
interfaces to achieve various attack objectives.

Figure 14: Abuse GTP-U G-PDU messages for injection.

Attack verification. We verified a GTP-U Data Injection
attack targeting the UPF in free5GC, showing that 5G is
also vulnerable. Note any other open-source projects (e.g.,
Open5GS) can also be used since they all support GTP-U.
The core network of free5GC was deployed on a virtual
machine, while another virtual machine was set up to sim-
ulate an attacker, as shown in Figure 14. The assumption
is that the attacker knows the IP (GTP-U interface) of the
UPF (e.g., by GTP scanning) and the IP of the UE (e.g.,
by sniffing over the air interface as the user plane is usually
unencrpted [61]). Note that the UE may use a private IP. In
this case, the attacker cannot directly send unsolicited traffic
to the UE from the public Internet without abusing GTP-U.
During the attack, the attacker first sends a GTP-U PDU
message to the UPF, which contains the spoofed TEID as
the legitimate gNB→UPF GTP-U tunnel. The inner packet
(payload) of the G-PDU message is the actual IP packet
sent to the UE. Since the attacker has spoofed the TEID
(gNB→UPF), the UPF would accept the message, remove
the GTP-U header and prepare to forward the internal
packet. As the target IP of the inner packet is the UE, UPF
would then (erroneously) treat it as a downlink packet from
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the Internet, then re-tunnel it with GTP, and forward it to
the gNB. The gNB would decapsulate and forward the inner
packet to the UE, completing the traffic injection. The effects
of this attack would be muti-fold. Firstly, an attacker could
inflate the victim’s bill by (silently) sending large amounts
of traffic to the victim UE. Besides, intensive data injection
would also occupy the network bandwidth and affect the
service (e.g., downloading) quality of victim UEs. Figure 15
shows the impact of traffic injection. The victim user had
access to the Internet via the free5GC core network and was
downloading files. When the attacker started to abuse the
GTP-U PDU message to inject arbitrary traffic to consume
the victim’s downstream bandwidth, a significant decrease in
download speed is observed, which can even drop to almost
zero (denial-of-service).

Figure 15: Affect of Data Injection attack.

5.2.5. User Tracking. Inferring a mobile user’s presence
in a certain network or its geographic location is a typical
attack scenario in cellular security research [31], [40], [53],
[54]. GTP messages could also be abused for tracking
users. For instance, both GTPv1-C and GTPv2-C support the
UE Registration Query Request, which allows querying the
MME to check whether a specific UE (IMSI) is registered.
If the “Cause” in the response is “Request Accepted”, it
indicates that the UE is registered, and the MME will also
reply with its specific PLMN. As MME usually operates re-
gionally, an attacker could abuse the query to infer the status
of a specific IMSI. We have not validated this attack as the
relevant messages/functions are currently not implemented
in any of the open source projects we investigated.

5.2.6. Feasibility of real-world attacks. The GTP attacks
demonstrated in the open source environment are primarily
based on the design weaknesses of GTP (i.e., lack of origin
authentication), thus they are theoretically transferable to
real-world deployment, albeit with significantly increased
challenges. Although we can not validate attacks in real-
world deployment due to ethical considerations, we discuss
the feasibility below.

An (external) attacker first needs to identify GTP devices
and exposed interfaces, which has been verified in the
measurement part of this paper. The attacker can further fin-
gerprint network elements into specific functions, e.g., MME
and SGW. Although this is a challenging task with ethical
considerations, it may not be so for attackers. Nevertheless,
since the number of open GTP ports that can be detected is

also limited (less than a million found in this work), even
if an attacker launches indiscriminate attacks on all GTP
devices, the additional costs required appear feasible.

Another key factor is whether the critical fields required
to construct an attack GTP message can be obtained, includ-
ing IMSI, TEID, and other values. 1) IMSI is the identity
of a victim. Many studies have proposed effective methods
for sniffing or inferring IMSI from 3G to 5G networks [32],
[40], [54]. In addition, we also found that it is possible
to infer whether a specific IMSI is correct/registered based
on the error information returned by the core network.
Therefore, obtaining the IMSI (even its registration status)
is not impossible. 2) TEID, a unique identifier of a GTP
tunnel, is of 4 bytes. Theoretically, an attacker needs to
brute-force a TEID with up to 232 guesses. However, practi-
cally, implementation characteristics or flaws often allow for
reduced attack space. For example, some implementations
may start with an initial TEID value of 1, then increment
by one for each new tunnel. Some may not use the full
32-bits for TEID. For example, Open5GS [14] only uses 2
bytes for TEID (by default). Besides, according to the Error
Indication mechanism [24], a TEID without an established
context will trigger error codes in the response while a
correct TEID will not, allowing an attacker to guess TEID
effectively. 3) Other fields can also be guessed. For example,
a bearer ID is mandatory in the Modify Bearer Request in
the Session Hijacking attack. This field has only 4 bits, and
with a default starting value of 5. An attacker can start trying
from 5 until the attack is successful.

To summarize, we suggest that it is feasible to implement
GTP-based attacks in a real-world deployment. We believe
that the attacks in a lab environment serve the purpose of
demonstrating security risks from exposed GTP nodes in
operational networks.

6. Extended Attack Surface

Besides threats against cellular subscribers and infras-
tructure due to the lack of GTP message authentication and
access control, we found that the attack surface exposed
by GTP is far more extensive. This section discusses the
implementation issues of identified GTP hosts, which could
be abused for Reflective Denial-of-Service (RDoS) attacks.

In our measurements, we discovered that the echo re-
sponses from several GTP devices carried excessive in-
formation, making the packet lengths far exceed the stan-
dard response (∼14 bytes UDP payload). Some devices
repeatedly sent responses after receiving an echo or even
proactively sent echo requests to probe our scanning nodes.
These behaviors are consistent with the patterns of reflection
amplification attacks, meaning attackers can abuse GTP
devices as a new type of UDP-based reflector on the Internet.
Amplification factors. Drawing from previous RDoS stud-
ies [71], to evaluate the impact of GTP devices as amplifiers,
we need to measure two factors: 1) bandwidth amplification
factor (BAF), the ratio of payload length received by the
victim to that sent by the attacker, and 2) packet ampli-
fication factor (PAF), the ratio of the number of packets
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TABLE 6: Evaluation of BAF. The 1st column indicates the
number of hosts that satisfy the BAF value on the right side.

Protocol GTPv1-C GTPv2-C GTP-U

# hosts BAF
(valid)

BAF
(all)

BAF
(valid)

BAF
(all)

BAF
(valid)

BAF
(all)

MAX (1) 23.3 333.3 23.3 333.3 170.7 333.3
>10 5.9 116.5 6.3 41.7 6.5 116.5
>102 3.9 116.5 4.0 4.9 4.0 116.5
>103 1.2 2.6 1.1 1.5 1.2 3.9
> 105 1.2 1.2 1.1 1.1 1.2 1.2

TABLE 7: Evaluation of PAF. The 1st column lists PAF
values with numbers of hosts reaching the value on the right.

Protocol GTPv1-C GTPv2-C GTP-U

PAF # host
(valid)

# host
(all)

# host
(valid)

# host
(all)

# host
(valid)

# host
(all)

2 10 372 28 37 286 635
3∼10 22 25 23 33 14 16
>10 0 3 3 8 2 6

All 32 400 54 78 302 657

received by the victim to those sent by the attacker. For the
former, as defined by GTP standards [21], a GTP message
comprises a header and a series of IEs. For each message
type, several IEs are mandatory, many are optional, and
operators can use their private IEs. Therefore, an attacker
sending an initiating message might receive a triggered
message carrying a lengthy IE (i.e., with a high BAF) as
the payload. For the latter, while typically an initial message
only prompts a single response, experiments revealed that
several scanned GTP devices would perceive our test node
as another GTP device, and irregularly send GTP messages
to us, leading to multiple responses for a single request (i.e.,
with a PAF greater than 1).

For ethical reasons, we only tested the amplification of
GTP devices using echo messages, while other message
types may carry significantly longer payloads than echo.
For instance, Modify Bearer Response specifies up to 25 IE
types and permits operator-customized IEs [23]. Therefore,
our test only provides a “bottom line” of amplifier capability.
Evaluation. The results are shown in Table 6 and 7. Notably,
the GTP devices analyzed earlier in this paper are all (valid)
GTP devices (excluding invalid responses and honeypots).
To act as an amplifier, it does not need to be a (valid) GTP
device. Thus, we evaluated two scenarios: one with only
verified GTP devices (labeled as valid) and another with all
devices responding to GTP echo messages (labeled as all).
As shown in Table 6, a typical response is around 1.1∼1.2
times larger than the request due to extra IEs. However,
GTP devices in practice may reply with excessively long
messages. For instance, over 100 valid GTPv2-C nodes
responded with packets x4 larger than the request. Manual
inspection revealed that nodes added custom IEs or replied
with irregular, mixed, and duplicated payloads, leading to
a maximum BAF of 170.7 for valid GTP devices and even
over 300 when considering devices like honeypots. For the
PAF, as shown in Table 7, over 300 valid GTP nodes sent

us multiple replies, following different sending patterns. For
example, a GTPv2-C node at address 119.111.*.*, located in
China, sent GTP responses at intervals of 5s, 5s, 5s, and 35s.
Another GTP-U node, also located in China, seemed to treat
our sending node as a valid peer and sent us echo request
messages at irregular intervals. These diverse multi-response
behaviors may be related to specific implementations of
GTP, but they all can be exploited for reflection attacks.

7. Mitigation

Root cause. The security risks highlighted in this paper
stem primarily from the inherent lack of security mecha-
nisms within GTP and ineffective deployment of additional
defenses. Based on 3GPP security standards [22], GTP
protection relies on network and IP domain security. Net-
work domain security primarily relies on physical measures,
e.g., physical isolation, to prevent unauthorized access. It is
ineffective for GTP, as GTP nodes may communicate across
network domains (e.g., via roaming IPX or the Internet). IP
domain security is based on IPsec, typically implemented
at the network edge using IPsec gateways. While site-to-
site IPsec provides traffic confidentiality and integrity across
domain boundaries, it fails to prevent unauthorized access to
GTP services. Besides, operators can enforce IP-based GTP
message filtering. However, this approach faces deployment
challenges, as several GTP interfaces (e.g., S8 between
SGW and PGW in 4G, and N9 between UPFs in 5G)
are roaming interfaces that run across network boundaries.
Roaming traffic often traverses third-party networks, com-
plicating IP-based filtering. Consequently, despite the poten-
tial to safeguard GTP interfaces, current cellular networks
remain vulnerable due to GTP’s inherent flaws.
Our recommendations. For the short term, operators
can perform periodic GTP exposure checks. The scanning
method and tools we developed can be provided to op-
erators, facilitating periodic audits of their cellular core
infrastructures. For the medium term, we suggest adding a
built-in security mechanism to GTP to prevent unauthorized
access. Specifically, GTP can add an authentication message
field, e.g., based on shared secrets, to allow GTP tunnel
endpoints to authenticate each other’s messages. Such GTP
authentication message serves a similar security purpose as
TCP Authentication Option [77] and Secret Key Transaction
Authentication for DNS (TSIG) [80]. For the long term, we
expect that GTP will be replaced by protocols with inherent
security protection including origin authentication. While
GTP-C has been removed in 5G service-based architecture,
GTP-U remains. We hope that GTP-U will also be moved
toward a secure transport with mutual authentication (e.g.,
QUIC [47]) in the future (e.g., 6G). We plan to discuss with
GSMA and 3GPP on both near and long-term mitigation.

8. Discussions

Limitation. The primary limitation of this paper is that, due
to the absence of ground truth, we can not quantitatively
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evaluate the coverage and accuracy of the identified GTP
nodes. First, in terms of coverage, for ethical reasons, we
exclusively use echo messages to find active nodes. Al-
though it may restrict the capacity to obtain a more extensive
view of GTP exposure, we prefer to provide a bottom line
rather than introduce security risks. Compared to the known
best GTP scanning platform, Shodan, we can cover 94.66%
of its identified GTP nodes, and find 4 times more nodes
(see details in Section 3.3). We believe our collected data is
sufficient to highlight the practical security issues of GTP,
especially as an early step in this new field. Second, in terms
of accuracy, we can not ensure that all devices discovered
belong to active commercial mobile core networks. Despite
efforts to eliminate false positives such as honeypots, some
experimental devices supporting GTP may still be included.
Given that GTP has limited applications outside cellular
networks, we believe the potential false positive rate is low.
Our belief is reinforced by the analysis of supplementary
data such as IP WHOIS and domain names (in Section 4.3)
that show the relationship of exposed GTP nodes with
cellular service providers. Additionally, two major operators
have confirmed that the IPs we reported are real and should
not be publicly accessible. Third, our attack evaluation can
only be done in lab settings due to ethical reasons, thus
does not directly demonstrate the effect against commercial
networks. However, using open-source projects to verify
attacks against core networks is common in cellular research
(e.g., [27]). We attempted to discuss with one European
and one Asian operators about reproducing attacks in their
test environments, but both declined due to their IT security
policies. We acknowledge that lab settings could not fully
reflect the real-world conditions, and discussed the real-
world attacking feasibility in Section 5.2.
Vulnerability disclosure. We have reported our findings
to GSMA, which coordinates vulnerabilities and incident
responses within the mobile ecosystem. The GSMA rec-
ognized GTP security risks but could not confirm if the
reported IPs belonged to mobile core networks. One operator
provided us feedback via GSMA that some of their exposed
GTP nodes may be routers mistakenly enabled to respond
to GTP echo requests (e.g., due to a known bug in Cisco
routers [1]). But it did not provide information on the rest
of the exposed nodes.

We have also directly notified 9 operators. One operator
acknowledged that the reported IPes belong to their mobile
networks and has since fixed their issues. Particularly, this
operator told us that it took great effort within their company
to find out what those IPs were and used this investigation
as the opportunity to optimize their internal communication
plan for future response. They also implemented internal
monitoring for their GTP infrastructure, and thanked us for
our reporting. A second operator told us that their exposed
GTP nodes are from their Wi-Fi public hotspot networks,
and is still investigating how to mitigate the issue. We
provided our scanning tool to them based on their request
and they confirmed that they can reproduce our results. Note
that a Wi-Fi access gateway (WAG) may interwork with
mobile core networks (e.g., SGW) using GTP to tunnel Wi-

Fi traffic to the mobile core. A third operator acknowledged
that our reported IPes belong to them, but was reluctant to
discuss further. We did not hear anything from the rest.

Overall, mobile core network exposure is a sensitive
topic among operators and it is difficult to obtain concrete
feedback. Despite this, we feel that our research has helped
some operators identify and reduce GTP exposures in their
networks. We hope our work will continue to raise aware-
ness of GTP security risks in the cellular community, and
motivate more operators to respond proactively.

9. Related Work

There has been a growing body of research focused on
security in cellular networks in recent years. Most of the
existed studies focused on the Radio Access Network [29],
[31], [43], [44], [45], [53], [54], [61], [73], [74], [82] and
User Equipment [38], [46], [50], [51], [62], [84] side, as
external researchers could easily obtain these devices and
collect traffic data (by sniffing the air interface or capturing
signaling on mobile devices). In comparison, fewer papers
have explored security issues of the cellular core. Of these,
the vast majority examine vulnerabilities in billing policies.
For example, Peng et al. [65], [66] showed how non-billing
services could be used as transmission channels to bypass
billing. Go et al. [36] exploited TCP retransmissions to carry
traffic data for free. Hong et al. [41] discovered billing flaws
of Korean operators via measurement studies.

As one critical protocol of the cellular core, GTP has
been proposed and deployed for several decades. Its lack of
security mechanisms has been disclosed early on [69], but
has not received adequate attention from either academia
or industry, especially regarding the feasibility of attacks in
real-world environments. A few industrial white papers [9],
[11] have discussed GTP security, and demonstrated GTP-
based attacks in operators’ test networks. However, they
only illustrate possible flaws by cases, lacking a comprehen-
sive security analysis of GTP. Moreover, the feasibility and
impact of these attacks in live cellular networks also remain
unknown to the public. In contrast, we provide the first sys-
tematic analysis of the attack surface exposed by GTP in the
real-world public Internet. Lutu et al. [58] analyzed network
traffic including GTP signaling and tunneling data, but they
focused on network performance and geo-deviation rather
than security. Beyond GTP, several studies have examined
security issues in other cellular core protocols. Holtmanns et
al. [39] showed how vulnerabilities in the Diameter protocol
could be exploited for SMS hijacking. Rao et al. [67] found
the SS7-MAP protocol could be exploited to manipulate the
validity of subscribers’ phone numbers. A few other works
have probed cellular network topology and performance
bottlenecks from the public Internet. Traynor et al. [78]
discussed how a scaled mobile-based botnet could impact
core networks. Xu et al. [81] analyzed IP address allocation
policies to infer details of US operators’ core network
architectures. Akon et al. [27] conducted a formal analysis
of OAuth-based access control mechanisms in the 5G CN,
delving into security flaws at the protocol design level.
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In summary, existing research typically presumes that
the core network is impervious to direct external attacks.
For the first time, our study exposes the actual security vul-
nerabilities of the foundational core network protocol GTP,
highlighting relevant security concerns to the community.

10. Conclusion

This paper is the first attempt to evaluate GTP security
in real-world deployments. Our large-scale scanning exper-
iment identified 749K valid GTP hosts across 162 countries
accessible via the public Internet, highlighting possible lack
of access control protection in mobile core networks. We
found 38 types of GTP messages posing security threats
such as node discovery, DoS, session hijacking, and user
tracking, among others. We validated GTP-based attacks
using open-source 4G and 5G projects in a lab environment.
Notably, we demonstrated that an external attacker could
even remotely hijack the downlink traffic of cellular users
directly from the core network. We also discovered that
GTP can be exploited for RDoS attacks due to protocol
and implementation flaws, with even the simplest echo
request messages achieving a maximum amplification factor
of 170.7. Our findings underscore significant security risks
from public exposure of GTP nodes, emphasizing the need
for enhanced GTP security.
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TABLE 8: Message types and functions of GTP.

Message Type GTPv1-C GTPv2-C GTP-U Function Example

Path Management 4 3 3 Monitor the health of the transport between GTP peers Echo Request
Tunnel Management 12 32 2 Create, modify and delete GTP tunnels Create Session Request
Location Management 6 - - Handle location info (when MAP is not supported) Note MS GPRS Present Request
Mobility Management 16 22 - Manage and control the mobility of mobile devices Detach Notification
MBMS 20 6 - Support Multimedia Broadcast/Multicast Service MBMS Session Start Request
MS Info Change Reporting 2 - - Support MS Info Change Reporting mechanism MS Info Change Notification Request
CS Fallback and SRVCC related - 9 - Support voice services via CSFB and SRVCC CS Paging Indication
Non-3GPP Access Related - 2 - Handle messages related to non-3GPP access Create Forwarding Tunnel Request
Restoration and Recovery - 8 - Handle network failures and restore services PGW Restart Notification
Trace Management - 2 - Active or Deactive session trace Trace Session Activation
G-PDU Message - - 1 Transfer user data in the GTP tunnel G-PDU

TABLE 9: Implementation of GTP messages in open-source projects.

Network Project Version Network Elements GTP-U (supported/all) Supported Message Type

4G
Open5GS EPC v2.6.6 [14] SGWU, PGWU 5/6 1-2,26,254-255

OAI-4G v1.2.0 [15] S-GW, P-GW 6/6 1-2,26,31,254-255

srsRAN v23.04 [19] SPGW 6/6 1-2,26,31,254-255

5G
OAI-5G v1.5.1 [17] UPF 3/6 1-2,255

free5GC v3.3.0 [13] UPF 1/6 255

Open5GS 5G Core v2.6.6 [14] UPF 3/6 1-2,255

Network Project Version Network Elements GTPv2-C (supported/all) Support Message Type

4G
Open5GS EPC v2.6.6 [14] SGWC, PGWC, MME 24/84 1,2,32,33-37,68-69,95-100,166-171,176-177

OAI-4G v1.2.0 [15] S-GW, P-GW, MME 12/84 1,2,32-37,170-171,176-177

srsRAN v23.04 [19] S-GW, P-GW, MME 9/84 32-36,70,170,176-177

Appendix A.
GTP Message Categories

We enumerate GTPv1-C, GTPv2-C, and GTP-U mes-
sages types through Table 8. These 3 protocols maintain a
relatively independent structure in defining specific message
types and functions. The majority of messages differ signif-
icantly with only a few such as echo requests/responses.

Appendix B.
GTP Implementation in Open-source Projects

To validate proposed GTP attacks, we investigated
the support for GTP messages in mainstream open-source
projects, as shown in Table 9. Considering that 3G has
entered the phase of network retirement, our investigation
focuses on core network open-source projects for 4G and
5G by manual code review. As shown in Table 9, all
projects have implemented the GTP-U G-PDU message,
as it is the basic tunneling message that directly carries
user data packets. However, for the control plane GTP-
C, existing implements have inadequate support. As GTP
is mainly applicable to “mobile” scenarios, the inadequate
implementation of open-source projects is reasonable as they
are mainly used in lab environments with few UEs linked
to fixed base stations, where mobility management such as
base station switching could hardly be required.
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Appendix C.
Meta-Review

The following meta-review was prepared by the program
committee for the 2025 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

C.1. Summary

The paper assesses the security of GTP practices in real-
world cellular networks. It presents a measurement study
of GTP-enabled IPv4 addresses. It also provides a security
analysis of open-source cellular stacks emphasizing the po-
tential risks associated with an exposed GTP service on the
Internet.

C.2. Scientific Contributions

• Independent Confirmation of Important Results with
Limited Prior Research

• Identifies an Impactful Vulnerability
• Provides a Valuable Step Forward in an Established

Field

C.3. Reasons for Acceptance

1) The paper quantifies GTP-enabled services that are
exposed to the Internet (which are likely part of
core cellular networks) and highlights the potential
exposure of core cellular infrastructure to attackers
in the wild.

2) Using testbeds, the paper identifies potential attack
vectors that can enable a threat actor to exploit
exposed GTP hosts to disrupt or degrade cellular
services.

C.4. Noteworthy Concerns

1) The scanning techniques and downstream analysis
are unclear: Shodan and scan results from different
time ranges are compared, possibly contributing to
false negatives.

2) The details around removing “honeypot” hosts from
scanning results are unclear.

3) Although the paper identifies numerous GTP-
enabled Internet-facing IPs, it does not differentiate
whether these endpoints are merely exposed or ex-
ploitable. It also does not explore commercial prod-
ucts/services that may have additional protection to
mitigate harm despite exposing a GTP service to
the Internet.

4) Some potential attack scenarios uncovered using
the testbed may not translate to real-world net-
works. In some scenarios, the attacker’s capabilities
might be overstated and seem unrealistic.

1177


